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Language 
Modeling

The Objective
Language modeling is an objective. In particular, the 
objective is to build a model of a language. This is 
usually formalized by create a probability model of what 
the next token should be given the context.

Historically, a lot of solutions 
have been proposed to solve 
the task and create a good 
model of the language. From 
n-grams, to HMM, and lately by 
the use of Neural Networks. 
Nowadays, the most successful 
NN architecture for this task is
the Transformer.

The Solution(s)



LLMs and 
Transformers

Today the majority of Language Models are built 
used the Transformer architecture, proposed by 
Vaswani et al., in 2017. 

Transformers are Deep Neural Networks that 
leverage a variation of Attention, called 
Self-Attention to build contextualized 
representation of tokens.

Large Language Models is a term used for 
indicating very deep Neural Networks that solve the 
Language Modeling task (i.e. Language Models). 



Transformer
s

Pros

Re-defined state-of-the-art performances on all NLP 
tasks, reaching or surpassing human level performance 
even in hard tasks based on text-generation.

Highly Parrallelizable, at the same parameter count are 
highly more efficient than previous Language Models. 

Capture long-distances relation in texts, that allow them 
to better understand context and creating more 
coherent text overall.

Cons
High computation demand. Transformers are
now in the order of billions of parameters making 
their Training and their use in inference highly 
costly.

Needs a huge amount of high quality data for their 
pre-training phase.

They are, like all deep neural networks, a black box. 
Also, normal explainability technique aren’t applicable to 
transformers due to the nature of their inputs. 

What they generate can’t easily be verified. Wrong, 
infactual outputs can be generated and aren’t easy to 
spot.



  Hallucinations

LLMs’ output  that conflicts with the 
source content.

E.g.: chaging a date during a 
summarization tasks.

LLMs’ output that can’t be verified from 
the source content. 

E.g.: claiming something that can’t be 
found in the input. The claimed thing 
could be true, but that can’t be verified 
by the provided input.

Intrinsic Factuality
LLMs’ output that are either inconsistent 
with real-world facts or potentially 
misleading.

E.g.: “Toronto is the capital of Canada”

LLMs’ output that diverge from user 
instructions or context provided in the 
input.

E.g.: In: “List red fruit that are not 
apples” Out: “Watermelon, 
strawberries, apples, cherries.”

Extrinsic Faithfullness

An Hallucination is a model’s 
generation that’s unfaithful, 
factually incorrect, or 
nonsensical but presented 
as facts (Ji et al., 2023).

Various kind of taxonomies 
have been proposed, the 
two major ones are:



Training

Hallucination 
Causes

Scaling the amount of data while 
maintaining data quality is challenging, 
leading to the introduction of 
misinformations and biases. 

The use of parametric knowledge acquired 
during pre-training is not always that easy, 
spurious correlation can happen and 
knowledge recall is hard.

During the pre-training stages, architecture 
flaws, attention glitches, coupled with 
exposure-bias contribute heavily to 
hallucination. 

The most popular decoding strategies use 
randomness (i.e. temperature) which can be a 
source of hallucination. Also, on the 
representation side, over-reliance on nearby 
content can limit the model’s ability to 
express diverse output probabilities.

Flawed Data Source Inferior Data Utilization

Inference



Ways to help LLMs 
stop hallucinating

The final objective is to prevent 
hallucinations from happening. 
This can be done trough a 
proactive, multi-layered 
approach ensures that the LLM 
not only detect and flag potential 
inaccuracies but also reduce 
their occurrence. 
To test the efficacy of this 
systems and technique is 
essential to build good Detection 
method and Benchmarks which 
are now lacking. 

The bare minimum we should be 
able to achieve is to detect when 
the model is producing 
Hallucinations, to inform the user 
about the low probability that 
the answer is correct. Also, 
having a detection system is 
essential to test and ensure the 
quality of a Prevention system.

Preventing 
Hallucinations

Detecting 
Hallucination

Benchmarking 
Hallucination
Benchmarks for Hallucination are a way 
to assess how likely is your model to 
produce Hallucinations, but it’s also 
essential to test Detection and 
Prevention systems.



TruthfulQA: Measuring how 
Models Mimic Human Falsehoods
(Lin et al., 2021)

The Dataset
TruthfulQA is comprised of 817 questions intended for a 
zero-shot setting (i.e. no gradient updates, and no 
examples in prompt, but natural language instructions 
are permitted). All questions are tricky, they are written 
to elicit imitative falsehood. The questions spans across 
38 different  topics, and the objective of the benchmark 
is to evaluate the truthfulness of the model. Is divided in 
two tasks: natural language generation and multiple 
choice answers

Is a GPT-3 (6.7B parameters) 
fine-tuned to verify answers to 
the questions of TruthfulQA as 
either True or False, and to the 
degree of informativeness of 
the answers (which is trained 
on a dataset of human 
evaluations). Has a 96% 
accuracy w.r.t. Human 
evaluations.

JudgeGPT



Pros and Cons
It’s a easy-to-use benchmark that can give an overall 
score of truthfulness of a model, which can be used to 
evaluate wheter prevention/detection techniques work 
as expected. 

However, the dataset evaluate a very specific type of 
hallucination in a very specific setting (QA).
Also, open access dataset are bound to finish in a LLM 
training-set polluting it. 



Sparse Autoencoder: a 
possible solution?

Do I know this entity? Knowledge 
awareness and Hallucinations in 
Language Models
(Ferrando et al., 2024)

Sparse Autoencoders (SAEs) have been 
used to solve this problem. 
SAEs project models representation into 
a larger dimensional space. They use a 
sparsity constraint to limit the number of 
activations in the SAEs training loss. 
However, the SAEs decoder latents 
activation can be used to approximately 
reconstruct the model’s activation while 
representing monosemantic features.

Features in Neural Networks are 
represented in high dimensional neural 
activations. Models, probably, use 
superposition to represent way more feature 
than the available number of dimensions. 

This is a challenge because each dimension 
is polysemantic making it impossible to 
interpret what each direction in the space 
may be encoding. 

Superposition in Model’s 
Internals



The 
experiments

They built a dataset with four 
different entity types. For each entity 
the extracted attributes from 
Wikidata. Then, created a template to 
prompt the model to predict an 
attribute of the entity. 

If a model knowes at least two 
attributes they are considered known 
entities. 
Using SAEs they disentangled models 
activations when prompted with both 
unknown and known entities. 

They found that specific SAE latent fired almost 
exclusively on known or unknown entities. They found 
that middle layers of the model are the most able to 
distinguish wether it has knowledge about an entity, 
pointing to a hierarchical structure of knowledge in the 
model. 

They also tested the tendency of the model of refusing to 
answer when prompted with unknown entities when 
artificially steering the activation of the unknown SAE 
latents, reaching almost a 100% refusal rate, while 
steering the activation of the known SAE latents reduces 
the amount of the chat model refusal.

The Setting Results



DoLa: Decoding by Contrasting 
Layers improve factuality in LLMs
(Chuang et al., 2024)

By using early exit, they found two pattern in LLMs: 
1. When having to predict tokens that require factual knowledge 
the JSD between the last and the inner layer is high. Meaning 
that the logits distribution are changing layer by layer
2. When having to predict grammar words the JSD between the 
last and the inner layer is low, meaning that the model decides 
early what token to produce. 

They select the most “distant” layer from the last in term of JSD 
and create a “contrastive logits” by subtracting this early layer 
from the last. They then apply an adaptive plausibility 
constraints which rewards token that have high probability both 
in the early and in the last layer. They use this logits as the 
output probability over the model’s dictionary.

This improve factuality over the TruthfulQA benchmark.
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Let’s Discuss!
Assuming you have access to the 
model internals, do you have any 
idea on how to detect or benchmark 
Hallucinations? 

https://bit.ly/3A1uf1Q
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr

